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Abstract: This study deals with the development of an academic performance 

monitoring system using least squares regression to predict a student’s academic 

performance status on professional courses. The proposed system monitors the student’s 

academic performance to promote education and achieve learning outcomes. The study 

aims to design and create a Graphical User Interface (GUI) and its functions, to utilize 

MATLAB for forecasting and a least squares regression model to show and predict the 

relationship between two factors, and to evaluate the system’s predicting accuracy using 

Percentage Forecast Error (PFE) and Mean Absolute Percent Error (MAPE) to compare 

actual and forecasted data for every semester. The sample size includes 182 students of 

BS Information Technology, of whom thirteen (13) were successfully chosen using 

simple random sampling with their GPAs for the purpose of predicting future academic 

performance.  
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1. Introduction 

Tracking student progress in a class plays an important role in measuring the effectiveness of a 

teaching method, a course, and the teacher [1]. Students must be aware of their learning growth and 

review how it relates to bigger goals, which increases their investment. In addition, it helps teachers stay 

invested and continue to increase their own effectiveness by seeing trends in student data. Tracking is 

necessary to ensure you meet state standards, but checking off whether you’ve covered a curriculum 

requirement doesn’t necessarily mean that your students are learning the required skills. Tracking 

student growth lets you know how and when to adjust information as you teach to guarantee students’ 

learning. The teacher can move forward in their lessons whenever the students are performing well to 

keep them engaged and immersed. However, the teacher can always slow down with the learning 

process and supplement necessary lessons whenever the students aren’t mastering the skills required for 

the lesson [2][3]. Keeping track of performance data gives you the ability to respond quickly and 

optimize your students’ education. Tracking of the student’s progress also indicates when to recognize 

a student’s successes, improvements, and failures [4][5].  

Universities in South Korea are using a curriculum to track and assess their students’ academic 

performance [6]. The National Assessment of Educational Accomplishment (NAEA) is a 

comprehensive assessment system that not only maintains school education quality but also examines 

the current state and trends in Korean students' academic achievement using the national curriculum [7]. 

The NAEA assesses each student's academic performance. The assessment's findings help to clarify 

students' overall performance levels by school and region, and they can be used to hold educational 

institutions accountable.  

In addition, some Korean universities have employed the Assessment of Higher Education Learning 

Outcomes (AHELO) [8]. The AHELO aims to complement the institution-based assessments by 

providing a direct evaluation of student learning outcomes at the global level and to enable institutions 

to benchmark the performance of their students against their peers as part of their improvement efforts. 

Given AHELO’s global scope, it is essential that measures of learning outcomes are valid across diverse 

cultures and languages as well as different types of higher education institutions (HEIs) [9].  

Similarly, in universities in the Philippines, they are using a formative approach to assessing their 

students’ academic performance [10]. In Western Visayas, universities use the students’ Grade Point 

Average (GPA) to track the students’ academic performance. A student's GPA is typically measured on 

a scale of zero to four, with higher GPAs representing higher grades in the classroom [11][12]. Somehow, 

at the University of Antique, the institution uses this kind of strategy, which involves the traditional 

paper and pen in assessing, tracking, and monitoring the academic performance of the students. Its 

current system focuses more on academic tracking and monitoring the academic status of a student. 

With the current issues, the university’s system is not capable of predicting the students’ performance 

status for the next two succeeding semesters. They don’t have the capability to forecast the students’ 

performance for the next semester based on the trends. In this case, prediction is an important aspect 

because it can also produce or generate data that could be used later for enrolment purposes [13][14]. 

And also, it will enable the heads of the colleges in every university to decide what other courses they 

are going to offer for the next semester or summer for those students who will be flanking [15].  

This research is now geared toward the development of an academic performance monitoring system 

using least squares regression [16][17] for predicting academic performance status on professional 

courses of students at the University of Antique. The application is simple to use and navigate; by 

entering the grades of students, the faculty can examine the students' performance.  
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The rest of this paper is organized as follows: Section 2 outlines the methodology used in conducting 

the study and developing the LSR prediction system; Section 3 details the results and discussion; and 

Section 4 discusses the conclusions and recommendations for further studies. 

 

2. Methodology 

The developmental method was used to develop an academic performance monitoring system using 

least squares regression to predict the academic performance status of professional courses that are taken 

by the students in the next two succeeding semesters at the University of Antique. 

The Mean Absolute Percentage Error (MAPE) measures the accuracy of the forecasting that was 

used in the academic performance monitoring system. It represents the average of the absolute 

percentage errors of each entry in a dataset, showing, on average, how accurate the forecasted quantities 

were in comparison with the actual quantities as indicated in equation (1).  

𝑀𝐴𝑃𝐸 =
(ABS (Actual−Forecast))

Actual
 X 100 (1) 

The linear regressions are used to show or predict the relationship between two variables or factors, 

as indicated in equation (2). The factor that is being predicted is called the dependent variable. The 

factors that are used to predict the value of the dependent variable are called the independent variables. 

𝑦 = 𝑎 + 𝑏𝑋 (2) 

A sample of random sampling is a randomly selected subset of a population. In this sampling method, 

each member of the population has an exactly equal chance of being selected. This method was chosen 

because it uses randomization; any research performed on this sample should have high internal and 

external validity. 

In addition, the prototype model was used for the development of the software. The software 

prototype is created prior to the actual software to get valuable feedback. Feedback is implemented, and 

the prototype is again reviewed for any changes. This process goes on until the desired outcome is met. 

Figure 1 represents the sequence and duration of the software development. 

 

 

Figure 1. Prototyping Model 

 

In this study, the Linear Regression Forecasting method was used to predict the students’ academic 

performance by Cumulative Grade Point Average (CGPA) and Course Completion Rate on professional 

courses at the University of Antique. In this study, the linear regression forecasting method was used, 

which uses the data of students to make informed estimates that are predictive in determining the 

direction of future trends.  
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The system’s core functions are limited to student information recording, predicting academic 

performance, collecting, and gathering academic reports. The study was conducted during the academic 

year 2015-2019. The first semester of AY 2018-2019 and the second semester of AY 2018-2019 have 

been forecasted by the proponents. The result of the forecasted students' performance status was 

compared to the actual students' performance to determine the percentage forecast error. This study is 

applicable to all departments and courses at the University of Antique, but in the meantime, this study 

will only be conducted on the records of the Bachelor of Science in Information Technology graduates 

at the University of Antique as test subjects. 

 

3. Results and Discussion 

 

3.1 The Interface and Its Function 

 

3.1.1 Extracting and Managing Data from CSV Files 

An interface for extracting and managing data that is taken from a CSV file was designed and created. 

By extracting the CSV dataset file into the program, the program is able to manage and sort the list of 

IT students with their data. Figure 2 depicts the graphical user interface for extracting the data. 

 

 

Figure 2. Data Extraction 

 

3.1.2 Generate Summary 

The proponents were able to design and create an interface for generating a summary of the 

cumulative grade point average of each student for every semester they are enrolled, including the 

number of courses they took and the number of courses they conditionally passed. This interface 

performs grade transmutation into a two-digit point system in order for the program to analyze and plot 

the prediction values in a graph. The data conversion of the grade summary is presented in Figure 3. 
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Figure 3. Data Conversion 

 

3.2 Data Prediction Analysis Interface 

 

3.2.1 Predicting the CGPA 

 

Figure 4. CGPA Interface 
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Figure 4 illustrates the students’ Forecasted Academic Performance. The system takes in six existing 

CGPA values from the academic years 2015-2016 to 2017-2018 in order to predict the selected students’ 

CGPA for the next two semesters of AY 2018-2019. 

The red line in the CGPA Prediction Pass/Fail graph represents the student’s forecasted CGPA and 

CCR for the next two semesters. 

 

3.2.2 Predicting the CCR 

Figure 5 illustrates the students’ Forecasted Academic Performance. The system takes in six existing 

course completion rate (CCR) values from the academic years 2015-2016 to 2017-2018 in order to 

predict the selected students’ CCR for the next two semesters of AY 2018-2019. 

 

 

Figure 5. CCR Prediction 

 

3.3 System Evaluation Using PFE and MAPE 

 

3.3.1 Result in Predicting the CGPA 

The results of the CGPA prediction are shown in Table 1. It shows the students’ Forecasted Academic 

Performance. The proponents used the students’ academic data from the first and second semesters’ 

CGPAs from 2015-2018 to predict the next two semesters of AY 2018-2019. The table shows the list 

of the students with their forecasted and actual CGPA for the first and second semesters, and the PFE-

CGPA of each student. The table also presents the MAPE of the 13 students picked for testing. 
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Table 1. Predicting CGPA for First and Second Semesters of School Year 2018-2019 

Randomly 

Selected Students 

1st Semester, 2018-2019  2nd Semester, 2018-2019 

F-CGPA A-CGPA PFE-CGPA F-CGPA A-CGPA PFE-CGPA 

Student 14 86.17 85.67 0.58 86.34 86 0.40 

Student 20 81.94 81.17 0.95 81.89 93 11.95 

Student 31 78.03 71.67 8.87 77.67 70 10.96 

Student 47 80.10 81 1.11 79.72 90 11.41 

Student 67 83.77 83.33 0.53 84.08 89 5.53 

Student 76 79.87 77 3.73 80.37 82 1.99 

Student 94 84.50 81.50 3.68 85.83 91 5.68 

Student 115 81.23 81.57 0.42 82.20 79.5 3.40 

Student 118 81.92 82.33 0.50 82.20 85 3.29 

Student 129 81.20 81.50 0.37 81.17 88 7.76 

Student 134 84.87 83.71 1.39 84.90 76.5 10.98 

Student 165 82.84 80.83 2.49 82.73 94 11.99 

Student 180 81.52 82.33 0.98 81.46 88 7.43 

MAPE-CGPA 1.97 7.14 

 

 

3.3.2 Result in Predicting the CCR 

Table 2. Predicting CCR for First and Second Semesters of School Year 2018-2019 

Randomly 

Selected Students 

1st Semester, 2018-2019  2nd Semester, 2018-2019 

F-CCR A-CCR PFE-CCR F-CCR A-CCR PFE-CCR 

Student 14 100 100 0.00 100 100 0.00 

Student 20 100 100 0.00 100 100 0.00 

Student 31 100 50 100.00 42.86 25 71.44 
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Student 47 100 100 0.00 100 100 0.00 

Student 67 100 100 0.00 100 100 0.00 

Student 76 100 100 0.00 100 100 0.00 

Student 94 100 100 0.00 81.43 100 18.57 

Student 115 100 100 0.00 100 100 0.00 

Student 118 100 100 0.00 100 100 0.00 

Student 129 100 100 0.00 100 100 0.00 

Student 134 100 100 0.00 99.68 100 0.32 

Student 165 100 100 0.00 100 100 0.00 

Student 180 100 100 0.00 100 100 0.00 

MAPE-CCR 7.69 6.95 

 

Table 2 exhibits the results of predicting CCR. The graphs show the students’ academic status over 

the past years and semesters. The table shows the list of students with their forecasted and actual CCR 

for the first and second semesters, as well as the PFE-CCR of each student. The table also presents the 

MAPE-CCR of the 13 students picked for testing. 

 

3.4 Evaluation Summary 

Figure 6 represents the MAPE in predicting the CGPA and the CCR of the students used in testing. 

The proponents test 13 students and come up with a result of 1.97% for the first semester and 7.14% for 

the second semester, and for the CCR, 7.69% for the first semester and 6.95% for the second semester. 

 

 

Figure 6. Mean Absolute Percentage Error 
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Figure 7 shows the overall MAPE for CGPA and CCR for both the first and second semesters. Results 

show 4.55% for the CGPA and 7.32% for the CCR. 

 

 

Figure 7. Mean Absolute Percentage Error of the Model 

 

4. Conclusions and Recommendations 

The following conclusions and suggestions were made based on the aforementioned results:  

1. Monitoring students’ academic performance is needed to promote education and achieve the 

learning outcome of every student. The designed and created interface for data extraction, 

management, and conversion is simple, has fewer buttons, and is easy to manipulate, 

excluding the fact that running time happens to be slower when extracting the data. 

2. Another interface was designed and created. The data prediction analysis interface makes it 

easier to identify and label the numerical values and necessary data for each student needed 

for prediction. Yet, the interface data prediction of CGPA can be dragged anywhere with its 

value. 

3. The proposed method for developing the system to predict the academic performance of CCS 

students is relatively accurate in terms of evaluating the students actual CGPA and forecasted 

CGPA for the first semester. The result of MAPE for the first semester coincides with the 

baseline, which is 5%. The system also considers the remarks of the students with incomplete 

(INC), failed, and dropped in the course, which is effective for determining the total 

percentage of pass or fail and the number of courses they passed for the first semester.  

The 2nd semester average result exceeds the baseline at 5%, which means the forecasted CGPA and 

number of courses passed were not relatively accurate. The proposed system provides a smarter and 

more transparent way to predict student academic performance. It is also easy to manipulate, as shown 

in every figure of the GUI interface. The system is implemented using the Least Squares 

Regression/Linear Regression Toolbox in MATLAB.  

On the basis of the basic findings made from the study and the conclusions drawn, the following are 

recommended:  

1. The proponents recommend improving the systems’ data extraction to avoid the delay in 

extracting the data from the CSV file. Otherwise, reduce the number of students on the list 

to enhance the performance and systems’ running time.  
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2. With regards to the system’s interface, in order to make it more presentable, it is 

recommended improving the system’s GUI by adding icons and a homepage. 

3. The proponents recommend coming up with other methods to prove the accuracy of 

predicting students’ academic performance.  

4. The proponents recommend that future researchers use or explore different prediction 

models or integrate other forecasting models. Some of the models that can be used are: Mean 

Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Educational Data Mining 

(EDUNET), and Deep Neural approaches for predicting the CGPA of the students. The 

proponents should not only focus on professional courses but should also consider the minor 

subjects; just like in other related studies, they used both major and minor subjects in 

predicting the CGPA. Future researchers can also use another dataset to feed the program 

and test its effectiveness. 
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